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Computers vs. Neural NetworksComputers vs. Neural Networks

““StandardStandard”” Computers Computers Neural NetworksNeural Networks

one CPUone CPU highly parallelhighly parallel
processingprocessing

fast processing unitsfast processing units slow processing unitsslow processing units

reliable unitsreliable units unreliable unitsunreliable units

static infrastructurestatic infrastructure dynamic infrastructuredynamic infrastructure
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Why Artificial Neural Networks?Why Artificial Neural Networks?

There are two basic reasons why we are interested inThere are two basic reasons why we are interested in
building artificial neural networks (building artificial neural networks (ANNsANNs):):

••    Technical viewpoint:Technical viewpoint: Some problems such as Some problems such as
   character recognition or the prediction of future   character recognition or the prediction of future
   states of a system require massively parallel and   states of a system require massively parallel and
   adaptive processing.   adaptive processing.

••    Biological viewpoint:Biological viewpoint:  ANNs ANNs can be used tocan be used to
   replicate and simulate components of the human   replicate and simulate components of the human
   (or animal) brain, thereby giving us insight into   (or animal) brain, thereby giving us insight into
   natural information processing.   natural information processing.
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Why Artificial Neural Networks?Why Artificial Neural Networks?

Why do we need another paradigm than symbolic AIWhy do we need another paradigm than symbolic AI
for building for building ““intelligentintelligent”” machines? machines?

••  Symbolic AI is well-suited for representing   Symbolic AI is well-suited for representing explicitexplicit
   knowledge that can be appropriately formalized.   knowledge that can be appropriately formalized.

••  However, learning in biological systems is mostly  However, learning in biological systems is mostly
     implicit implicit  –– it is an adaptation process based on it is an adaptation process based on
   uncertain information and reasoning.   uncertain information and reasoning.

••    ANNs ANNs are inherently parallel and work extremelyare inherently parallel and work extremely
      efficientlyefficiently if implemented in parallel hardware. if implemented in parallel hardware.
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How do How do NNs NNs and and ANNs ANNs work?work?

•• The The ““building blocksbuilding blocks”” of neural networks are the of neural networks are the
neuronsneurons..

•• In technical systems, we also refer to them as In technical systems, we also refer to them as unitsunits
or or nodesnodes..

•• Basically, each neuronBasically, each neuron
–– receives receives inputinput from many other neurons, from many other neurons,
–– changes its internal state (changes its internal state (activationactivation) based on) based on

the current input,the current input,
–– sends sends one output signalone output signal to many other neurons, to many other neurons,

possibly including its input neurons (recurrentpossibly including its input neurons (recurrent
network)network)
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How do How do NNs NNs and and ANNs ANNs work?work?

•• Information is transmitted as a series of electricInformation is transmitted as a series of electric
impulses, so-called impulses, so-called spikesspikes..

•• The The frequencyfrequency and  and phasephase of these spikes encodes of these spikes encodes
the information.the information.

•• In biological systems, one neuron can beIn biological systems, one neuron can be
connected to as many as connected to as many as 10,00010,000 other neurons. other neurons.

•• Usually, a neuron receives its information fromUsually, a neuron receives its information from
other neurons in a confined area, its so-calledother neurons in a confined area, its so-called
receptive fieldreceptive field..
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How do How do NNs NNs and and ANNs ANNs work?work?

•• In biological systems, neurons of similarIn biological systems, neurons of similar
functionality are usually organized in separatefunctionality are usually organized in separate
areasareas (or  (or layerslayers).).

•• Often, there is a Often, there is a hierarchyhierarchy of interconnected layers of interconnected layers
with the lowest layer receiving sensory input andwith the lowest layer receiving sensory input and
neurons in higher layers computing more complexneurons in higher layers computing more complex
functions.functions.

•• For example, neurons in macaque visual cortexFor example, neurons in macaque visual cortex
have been identified that are activated only whenhave been identified that are activated only when
there is a there is a face face (monkey, human, or drawing) in the(monkey, human, or drawing) in the
macaquemacaque’’s visual field.s visual field.
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“Data Flow Diagram”
of Visual Areas in
Macaque Brain

Blue:
motion perception
pathway

Green:
object recognition
pathway
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Receptive Fields in Hierarchical Neural NetworksReceptive Fields in Hierarchical Neural Networks

neuron A

receptive field of A
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Receptive Fields in Hierarchical Neural NetworksReceptive Fields in Hierarchical Neural Networks

receptive field of A in input layer

neuron A
in top layer
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How do How do NNs NNs and and ANNs ANNs work?work?

•• NNs NNs are able to are able to learnlearn by  by adapting theiradapting their
connectivity patternsconnectivity patterns so that the organism so that the organism
improves its behavior in terms of reaching certainimproves its behavior in terms of reaching certain
(evolutionary) goals.(evolutionary) goals.

•• The strength of a connection, or whether it isThe strength of a connection, or whether it is
excitatory or inhibitory, depends on the state of aexcitatory or inhibitory, depends on the state of a
receiving neuronreceiving neuron’’s s synapsessynapses..

•• The NN achievesThe NN achieves learning learning by appropriately by appropriately
adapting the states of its synapses.adapting the states of its synapses.
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Do You Remember Threshold Logic Units?Do You Remember Threshold Logic Units?
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An Artificial NeuronAn Artificial Neuron
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The Net Input SignalThe Net Input Signal
The The net input signalnet input signal is the sum of all inputs after passing the is the sum of all inputs after passing the
synapses:synapses:
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This can be viewed as computing the This can be viewed as computing the inner productinner product
of the vectors of the vectors wwii and  and oo::

, cos||)(||||)(|| )(net a⋅⋅= totwt ii

where where aa is the  is the angleangle between the two vectors. between the two vectors.
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The Net Input SignalThe Net Input Signal
In most In most ANNsANNs, the activation of a neuron is simply defined to, the activation of a neuron is simply defined to
equal its net input signalequal its net input signal::

)(net)( ita ii =

Then, the neuronThen, the neuron’’s s activation functionactivation function (or output (or output
function) function) ffii  is applied directly to is applied directly to netnetii(t):(t):

))((net  )( tfto iii =

What do such functions What do such functions ffii  look like?look like?
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The Activation FunctionThe Activation Function
One possible choice is a One possible choice is a threshold functionthreshold function, just like the one, just like the one
we used in the Threshold Logic Units:we used in the Threshold Logic Units:

q≥= )(net   if,1))(net( ttf iii

otherwise,0=

The graph of this function looks like this:The graph of this function looks like this:
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons
What can threshold neurons do for us?What can threshold neurons do for us?

To keep things simple, let us consider such a neuron with twoTo keep things simple, let us consider such a neuron with two
inputs:inputs:

The computation of this neuron can be described asThe computation of this neuron can be described as
the inner product of the the inner product of the two-dimensional vectorstwo-dimensional vectors  oo
and and wwii, followed by a threshold operation., followed by a threshold operation.
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons
Let us assume that the threshold Let us assume that the threshold qq = 0 and illustrate the = 0 and illustrate the
function computed by the neuron for sample vectors function computed by the neuron for sample vectors wwi i andand o o::

Since the inner product is positive for -90Since the inner product is positive for -90°°  <<  aa  << 90 90°°, in this, in this
example the neuronexample the neuron’’s output is 1 for any input vector s output is 1 for any input vector oo to the to the
right of or on the dotted line, and 0 for any other input vector.right of or on the dotted line, and 0 for any other input vector.

wwii

first vector component

second vector component

oo
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons
By choosing appropriate weights By choosing appropriate weights wwii and threshold  and threshold qq
we can place the we can place the lineline dividing the input space into dividing the input space into
regions of output 0 and output 1in regions of output 0 and output 1in any position andany position and
orientationorientation..

Therefore, our threshold neuron can realize anyTherefore, our threshold neuron can realize any
linearly separablelinearly separable function  function RRnn  ÆÆ {0, 1}. {0, 1}.

Although we only looked at two-dimensional input, ourAlthough we only looked at two-dimensional input, our
findings apply to findings apply to any dimensionality nany dimensionality n..

For example, for n = 3, our neuron can realize anyFor example, for n = 3, our neuron can realize any
function that divides the three-dimensional inputfunction that divides the three-dimensional input
space along a two-dimension plane.space along a two-dimension plane.
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

What do we do if we need a more complex function?What do we do if we need a more complex function?

Just like Threshold Logic Units, we can also Just like Threshold Logic Units, we can also combinecombine multiple multiple
artificial neurons to form networks with increased capabilities.artificial neurons to form networks with increased capabilities.

For example, we can build a two-layer network with anyFor example, we can build a two-layer network with any
number of neurons in the first layer giving input to a singlenumber of neurons in the first layer giving input to a single
neuron in the second layer.neuron in the second layer.

The neuron in the second layer could, for example, implementThe neuron in the second layer could, for example, implement
an AND function.an AND function.
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

What kind of function can such a network realize?What kind of function can such a network realize?
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

Assume that the dotted lines in the diagram represent the input-dividingAssume that the dotted lines in the diagram represent the input-dividing
lines implemented by the neurons in the first layer:lines implemented by the neurons in the first layer:

11stst comp. comp.

22ndnd comp. comp.

Then, for example, the second-layer neuron could output 1 ifThen, for example, the second-layer neuron could output 1 if
the input is within a the input is within a polygonpolygon, and 0 otherwise., and 0 otherwise.
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

However, we still may want to implement functionsHowever, we still may want to implement functions
that are more complex than that.that are more complex than that.

An obvious idea is to extend our network even further.An obvious idea is to extend our network even further.

Let us build a network that has Let us build a network that has three layersthree layers, with, with
arbitrary numbers of neurons in the first and secondarbitrary numbers of neurons in the first and second
layers and one neuron in the third layer.layers and one neuron in the third layer.

The first and second layers are The first and second layers are completelycompletely
connectedconnected, that is, each neuron in the first layer, that is, each neuron in the first layer
sends its output to every neuron in the second layer.sends its output to every neuron in the second layer.
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

What type of function can a three-layer network realize?What type of function can a three-layer network realize?
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

Assume that the polygons in the diagram indicate the input regions forAssume that the polygons in the diagram indicate the input regions for
which each of the second-layer neurons yields output 1:which each of the second-layer neurons yields output 1:

11stst comp. comp.

22ndnd comp. comp.

Then, for example, the third-layer neuron could output 1 if theThen, for example, the third-layer neuron could output 1 if the
input is within input is within any of the polygonsany of the polygons, and 0 otherwise., and 0 otherwise.
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Capabilities of Threshold NeuronsCapabilities of Threshold Neurons

The more neurons there are in the first layer, theThe more neurons there are in the first layer, the
more vertices can the polygons have.more vertices can the polygons have.

With a sufficient number of first-layer neurons, theWith a sufficient number of first-layer neurons, the
polygons can approximate polygons can approximate anyany given shape. given shape.

The more neurons there are in the second layer, theThe more neurons there are in the second layer, the
more of these polygons can be combined to form themore of these polygons can be combined to form the
output function of the network.output function of the network.

With a sufficient number of neurons and appropriateWith a sufficient number of neurons and appropriate
weight vectors weight vectors wwii, a three-layer network of threshold, a three-layer network of threshold
neurons can realize neurons can realize any (!)any (!) function  function RRnn  ÆÆ {0, 1}. {0, 1}.
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TerminologyTerminology

Usually, we draw neural networks in such a way thatUsually, we draw neural networks in such a way that
the input enters at the bottom and the output isthe input enters at the bottom and the output is
generated at the top.generated at the top.

Arrows indicate the direction of data flow.Arrows indicate the direction of data flow.

The first layer, termed The first layer, termed input layerinput layer, just contains the, just contains the
input vector and does not perform any computations.input vector and does not perform any computations.

The second layer, termed The second layer, termed hidden layerhidden layer, receives, receives
input from the input layer and sends its output to theinput from the input layer and sends its output to the
output layeroutput layer..

After applying their activation function, the neurons inAfter applying their activation function, the neurons in
the output layer contain the output vector.the output layer contain the output vector.
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TerminologyTerminology
Example: Example: Network function f: Network function f: RR3 3 ÆÆ {0, 1} {0, 1}22

output layeroutput layer

hidden layerhidden layer

input layerinput layer

input vectorinput vector

output vectoroutput vector
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Linear NeuronsLinear Neurons

Obviously, the fact that threshold units can onlyObviously, the fact that threshold units can only
output the values 0 and 1 restricts their applicability tooutput the values 0 and 1 restricts their applicability to
certain problems.certain problems.

We can overcome this limitation by eliminating theWe can overcome this limitation by eliminating the
threshold and simply turning threshold and simply turning ffii  into the into the identityidentity
functionfunction so that we get: so that we get:

)(net  )( tto ii =

With this kind of neuron, we can build networks withWith this kind of neuron, we can build networks with
m input neurons and n output neurons that compute am input neurons and n output neurons that compute a
function f: function f: RRmm  ÆÆ R Rnn..
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Linear NeuronsLinear Neurons

Linear neurons are quite popular and useful for applicationsLinear neurons are quite popular and useful for applications
such as interpolation.such as interpolation.

However, they have a serious limitation: Each neuronHowever, they have a serious limitation: Each neuron
computes a linear function, and therefore the overall networkcomputes a linear function, and therefore the overall network
function f:function f: R Rmm  ÆÆ R Rn  n  is also is also linearlinear..

This means that if an input vector x results in an output vectorThis means that if an input vector x results in an output vector
y, then for any factor y, then for any factor ff the input  the input f⋅f⋅x will result in the output x will result in the output f⋅f⋅y.y.

Obviously, many interesting functions cannot be realized byObviously, many interesting functions cannot be realized by
networks of linear neurons.networks of linear neurons.
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Gaussian NeuronsGaussian Neurons

Another type of neurons overcomes this problem by using aAnother type of neurons overcomes this problem by using a
GaussianGaussian activation function: activation function:
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Gaussian NeuronsGaussian Neurons

Gaussian neurons are able to realize Gaussian neurons are able to realize non-linearnon-linear functions. functions.

Therefore, networks of Gaussian units are in principleTherefore, networks of Gaussian units are in principle
unrestricted with regard to the functions that they can realize.unrestricted with regard to the functions that they can realize.

The drawback of Gaussian neurons is that we have to makeThe drawback of Gaussian neurons is that we have to make
sure that their net input does not exceed 1.sure that their net input does not exceed 1.

This adds some difficulty to the learning in Gaussian networks.This adds some difficulty to the learning in Gaussian networks.
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Sigmoidal Sigmoidal NeuronsNeurons

Sigmoidal Sigmoidal neuronsneurons accept any vectors of real accept any vectors of real
numbers as input, and they output a real numbernumbers as input, and they output a real number
between 0 and 1.between 0 and 1.

Sigmoidal Sigmoidal neurons are the most common type ofneurons are the most common type of
artificial neuron, especially in learning networks.artificial neuron, especially in learning networks.

A network of A network of sigmoidal sigmoidal units with m input neurons andunits with m input neurons and
n output neurons realizes a network functionn output neurons realizes a network function
f:f: R Rmm  ÆÆ (0,1) (0,1)nn
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Sigmoidal Sigmoidal NeuronsNeurons

The parameter The parameter tt controls the slope of the sigmoid function, while the controls the slope of the sigmoid function, while the
parameter parameter qq controls the horizontal offset of the function in a way similar to controls the horizontal offset of the function in a way similar to
the threshold neurons.the threshold neurons.
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Supervised Learning in Supervised Learning in ANNsANNs

In supervised learning, we train an ANN with a set ofIn supervised learning, we train an ANN with a set of
vector pairs, so-called vector pairs, so-called exemplarsexemplars..

Each pair (Each pair (xx, , yy) consists of an input vector ) consists of an input vector xx and a and a
corresponding output vector corresponding output vector yy..

Whenever the network receives input Whenever the network receives input xx, we would like, we would like
it to provide output it to provide output yy..

The exemplars thus describe the function that weThe exemplars thus describe the function that we
want to want to ““teachteach”” our network. our network.

Besides Besides learninglearning the exemplars, we would like our the exemplars, we would like our
network to network to generalizegeneralize, that is, give plausible output, that is, give plausible output
for inputs that the network had not been trained with.for inputs that the network had not been trained with.
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Supervised Learning in Supervised Learning in ANNsANNs

There is a tradeoff between a networkThere is a tradeoff between a network’’s ability to preciselys ability to precisely
learn the given exemplars and its ability to generalize (i.e.,learn the given exemplars and its ability to generalize (i.e.,
inter- and extrapolate).inter- and extrapolate).

This problem is similar to This problem is similar to fitting a functionfitting a function to a given set of to a given set of
data points.data points.

Let us assume that you want to find a fitting function f:Let us assume that you want to find a fitting function f:RRÆÆRR for for
a set of three data points.a set of three data points.

You try to do this with polynomials of degree one (a straightYou try to do this with polynomials of degree one (a straight
line), two, and five.line), two, and five.
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Supervised Learning in Supervised Learning in ANNsANNs

Obviously, the polynomial of degree 2 provides theObviously, the polynomial of degree 2 provides the
most plausible fit.most plausible fit.

f(x)f(x)

xx

deg. 1deg. 1

deg. 2deg. 2

deg. 8deg. 8
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Supervised Learning in Supervised Learning in ANNsANNs

The same principle applies to The same principle applies to ANNsANNs::

••  If an ANN has   If an ANN has too fewtoo few neurons, it may not have neurons, it may not have
   enough degrees of freedom to precisely   enough degrees of freedom to precisely
   approximate the desired function.   approximate the desired function.

••  If an ANN has   If an ANN has too manytoo many neurons, it will learn the neurons, it will learn the
   exemplars perfectly, but its additional degrees of   exemplars perfectly, but its additional degrees of
   freedom may cause it to show implausible behavior   freedom may cause it to show implausible behavior
   for untrained inputs; it then presents poor   for untrained inputs; it then presents poor
   ability of generalization.   ability of generalization.

Unfortunately, there are Unfortunately, there are no known equationsno known equations that that
could tell you the optimal size of your network for acould tell you the optimal size of your network for a
given application; you always have to experiment.given application; you always have to experiment.
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The The Backpropagation Backpropagation NetworkNetwork
The The backpropagation backpropagation network (BPN) is the most popular typenetwork (BPN) is the most popular type
of ANN for applications such as classification or functionof ANN for applications such as classification or function
approximation.approximation.

Like any other network using supervised learning, the BPN isLike any other network using supervised learning, the BPN is
not biologically plausible.not biologically plausible.

The structure of the network is identical to the one weThe structure of the network is identical to the one we
discussed before:discussed before:

••  Three (sometimes more) layers of neurons,  Three (sometimes more) layers of neurons,

••  Only   Only feedforward feedforward processing:processing:
   input layer    input layer ÆÆ hidden layer  hidden layer ÆÆ output layer, output layer,

••  Sigmoid activation functions  Sigmoid activation functions
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The The Backpropagation Backpropagation NetworkNetwork

BPN units and activation functions:BPN units and activation functions:

input vector input vector xx

f(f(netnethh))

II11

output vector output vector yy
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Learning in the BPNLearning in the BPN
Before the learning process starts, all weights (synapses) inBefore the learning process starts, all weights (synapses) in
the network are the network are initializedinitialized with pseudorandom numbers. with pseudorandom numbers.

We also have to provide a set of We also have to provide a set of training patternstraining patterns
(exemplars). They can be described as a set of ordered vector(exemplars). They can be described as a set of ordered vector
pairs {(xpairs {(x11, y, y11), (x), (x22, y, y22), ), ……, (x, (xPP, , yyPP)}.)}.

Then we can start the Then we can start the backpropagation backpropagation learning algorithm.learning algorithm.

This algorithm iteratively minimizes the networkThis algorithm iteratively minimizes the network’’s error bys error by
finding the gradientfinding the gradient of the error surface in weight-space and of the error surface in weight-space and
adjusting the weightsadjusting the weights in the opposite direction (gradient- in the opposite direction (gradient-
descent technique).descent technique).
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Learning in the BPNLearning in the BPN

Gradient-descent example:Gradient-descent example: Finding the absolute minimum of Finding the absolute minimum of
a one-dimensional error function f(x):a one-dimensional error function f(x):

f(x)f(x)

xxxx00

slope: slope: ff’’(x(x00))

xx1 1 = x= x00 -  - h⋅h⋅ff’’(x(x00))

Repeat this iteratively until for some xRepeat this iteratively until for some xii, , ff’’(x(xii) is) is
sufficiently close to 0.sufficiently close to 0.
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Learning in the BPNLearning in the BPN
Gradients of two-dimensional functions:Gradients of two-dimensional functions:

The two-dimensional function in the left diagram is represented by contourThe two-dimensional function in the left diagram is represented by contour
lines in the right diagram, where arrows indicate the gradient of the functionlines in the right diagram, where arrows indicate the gradient of the function
at different locations. Obviously, the gradient is always pointing in theat different locations. Obviously, the gradient is always pointing in the
direction of the steepest increase of the function. In order to find thedirection of the steepest increase of the function. In order to find the
functionfunction’’s minimum, we should always move against the gradient.s minimum, we should always move against the gradient.
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Learning in the BPNLearning in the BPN

In the BPN, learning is performed as follows:In the BPN, learning is performed as follows:

1.1. Randomly select a vector pair (Randomly select a vector pair (xxpp, , yypp) from the training set) from the training set
and call it (and call it (xx, , yy).).

2.2. Use Use xx as input to the BPN and successively compute the as input to the BPN and successively compute the
outputs of all neurons in the network (bottom-up) until yououtputs of all neurons in the network (bottom-up) until you
get the network output get the network output oo..

3.3. Compute the error Compute the error ddoo
pkpk, for the pattern p across all K output, for the pattern p across all K output

layer units by using the formula:layer units by using the formula:

)(')( o
kkk

o
pk netfoy -=d
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Learning in the BPNLearning in the BPN
4.4. Compute the error Compute the error ddhh

pjpj, for all J hidden layer units by using, for all J hidden layer units by using
the formula:the formula:
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5.5. Update the connection-weight values to the hiddenUpdate the connection-weight values to the hidden
layer by using the following equation:layer by using the following equation:
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Repeat steps 1 to 6 for all vector pairs in the training set; this isRepeat steps 1 to 6 for all vector pairs in the training set; this is
called a training called a training epochepoch..

Run as many epochs as required to reduce the network errorRun as many epochs as required to reduce the network error
E to fall below a E to fall below a threshold threshold ee::

6.6. Update the connection-weight values to the outputUpdate the connection-weight values to the output
layer by using the following equation:layer by using the following equation:
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The only thing that we need to know before we canThe only thing that we need to know before we can
start our network is the start our network is the derivativederivative of our sigmoid of our sigmoid
function, for example, function, for example, ff’’((netnetkk) for the output neurons:) for the output neurons:
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Now our BPN is ready to go!Now our BPN is ready to go!

If we choose the type and number of neurons in ourIf we choose the type and number of neurons in our
network appropriately, after training the networknetwork appropriately, after training the network
should show the following behavior:should show the following behavior:

••  If we input any of the training vectors, the network  If we input any of the training vectors, the network
   should yield the expected output vector (with some   should yield the expected output vector (with some
   margin of error).   margin of error).

••  If we input a vector that the network has never  If we input a vector that the network has never
      ““seenseen”” before, it should be able to generalize and before, it should be able to generalize and
   yield a plausible output vector based on its   yield a plausible output vector based on its
   knowledge about similar input vectors.   knowledge about similar input vectors.
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Backpropagation Backpropagation Network VariantsNetwork Variants
The standard BPN network is well-suited for learning The standard BPN network is well-suited for learning staticstatic
functionsfunctions, that is, functions whose output depends only on the, that is, functions whose output depends only on the
current input.current input.

For many applications, however, we need functions whoseFor many applications, however, we need functions whose
output changes depending on output changes depending on previousprevious inputs (for example, inputs (for example,
think of a deterministic finite automaton).think of a deterministic finite automaton).

Obviously, pure Obviously, pure feedforward feedforward networks are unable to achievenetworks are unable to achieve
such a computation.such a computation.

Only Only recurrent neural networksrecurrent neural networks ( (RNNsRNNs) can overcome this) can overcome this
problem.problem.

A well-known recurrent version of the BPN is the A well-known recurrent version of the BPN is the ElmanElman
Network.Network.
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The The Elman Elman NetworkNetwork

In comparison to the BPN, the In comparison to the BPN, the Elman Elman Network has anNetwork has an
extra set of input units, so-called extra set of input units, so-called context unitscontext units..

These neurons do not receive input from outside theThese neurons do not receive input from outside the
network, but from the networknetwork, but from the network’’s s hidden layerhidden layer in a in a
one-to-one fashion.one-to-one fashion.

Basically, the context units contain a copy of theBasically, the context units contain a copy of the
networknetwork’’s s internal stateinternal state at the previous time step. at the previous time step.

The context units feed into the hidden layer just likeThe context units feed into the hidden layer just like
the other input units do, so the network is able tothe other input units do, so the network is able to
compute a function that not only depends on thecompute a function that not only depends on the
current input, but also on the networkcurrent input, but also on the network’’s internal states internal state
(which is determined by (which is determined by previous inputsprevious inputs).).
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The The Elman Elman NetworkNetwork
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TheThe Counterpropagation Counterpropagation Network Network

Another variant of the BPN is the Another variant of the BPN is the counterpropagationcounterpropagation
networknetwork (CPN). (CPN).

Although this network uses Although this network uses linearlinear neurons, it can learn neurons, it can learn
nonlinearnonlinear functions by means of a hidden layer of  functions by means of a hidden layer of competitivecompetitive
unitsunits..

Moreover, the network is able to learn a function and itsMoreover, the network is able to learn a function and its
inverseinverse at the same time. at the same time.

However, to simplify things, we will only consider theHowever, to simplify things, we will only consider the
feedforwardfeedforward  mechanism of the CPN.mechanism of the CPN.
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TheThe Counterpropagation Counterpropagation Network Network
A simple CPN network with two input neurons, three hidden neurons, andA simple CPN network with two input neurons, three hidden neurons, and
two output neurons can be described as follows:two output neurons can be described as follows:
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TheThe Counterpropagation Counterpropagation Network Network

The CPN learning process (general form for n input unitsThe CPN learning process (general form for n input units
and m output units):and m output units):

1.1. Randomly select a vector pair (x, y) from the training set.Randomly select a vector pair (x, y) from the training set.

2.2. Normalize (shrink/expand to Normalize (shrink/expand to ““lengthlength”” 1) the input vector x by 1) the input vector x by
dividing every component of x by the magnitude ||x||, wheredividing every component of x by the magnitude ||x||, where

Â
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=
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j
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1

2 ||||
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TheThe Counterpropagation Counterpropagation Network Network

3.3. Initialize the input neurons with the normalized vector andInitialize the input neurons with the normalized vector and
compute the activation of the compute the activation of the linearlinear hidden-layer units. hidden-layer units.

4.4. In the hidden (competitive) layer, determine the unit W withIn the hidden (competitive) layer, determine the unit W with
the largest activation (the winner).the largest activation (the winner).

5.5. Adjust the connection weights between W and all N input-Adjust the connection weights between W and all N input-
layer units according to the formula:layer units according to the formula:

))(()()1( twxtwtw H
Wnn

H
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H
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6.6. Repeat steps 1 to 5 until all training patterns haveRepeat steps 1 to 5 until all training patterns have
been processed once.been processed once.
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TheThe Counterpropagation Counterpropagation Network Network

7.7. Repeat step 6 until each input pattern is consistentlyRepeat step 6 until each input pattern is consistently
associated with the same competitive unit.associated with the same competitive unit.

8.8. Select the first vector pair in the training set (the currentSelect the first vector pair in the training set (the current
pattern).pattern).

9.9. Repeat steps 2 to 4 (normalization, competition) for theRepeat steps 2 to 4 (normalization, competition) for the
current pattern.current pattern.

10.10. Adjust the connection weights between the winning hidden-Adjust the connection weights between the winning hidden-
layer unit and all M output layer units according to thelayer unit and all M output layer units according to the
equation:equation:
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TheThe Counterpropagation Counterpropagation Network Network

11.11. Repeat steps 9 and 10 for each vector pair in theRepeat steps 9 and 10 for each vector pair in the
training set.training set.

12.12. Repeat steps 8 through 11 until the differenceRepeat steps 8 through 11 until the difference
between the desired and the actual output fallsbetween the desired and the actual output falls
below an acceptable threshold.below an acceptable threshold.
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TheThe Counterpropagation Counterpropagation Network Network

Because the input is two-dimensional, each unit in the hiddenBecause the input is two-dimensional, each unit in the hidden
layer has two weights (one for each input connection).layer has two weights (one for each input connection).

Therefore, input to the network as well as weights of hidden-Therefore, input to the network as well as weights of hidden-
layer units can be represented and visualized by two-layer units can be represented and visualized by two-
dimensional vectors.dimensional vectors.

For the current network, all weights in the hidden layer can beFor the current network, all weights in the hidden layer can be
completely described by three 2D vectors.completely described by three 2D vectors.
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TheThe Counterpropagation Counterpropagation Network Network
This diagram shows a sample state of the hidden layer and a sample inputThis diagram shows a sample state of the hidden layer and a sample input
to the network:to the network:
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TheThe Counterpropagation Counterpropagation Network Network
In this example, hidden-layer neuron HIn this example, hidden-layer neuron H22 wins and, according to the learning wins and, according to the learning
rule, is moved closer towards the current input vector.rule, is moved closer towards the current input vector.
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TheThe Counterpropagation Counterpropagation Network Network
After doing this through many epochs and slowly reducing the adaptationAfter doing this through many epochs and slowly reducing the adaptation
step size step size aa, each hidden-layer unit will win for a subset of inputs, and the, each hidden-layer unit will win for a subset of inputs, and the
angle of its weight vector will be in the center of gravity of the angles ofangle of its weight vector will be in the center of gravity of the angles of
these inputs.these inputs.
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After the After the first phasefirst phase of the training, each hidden-layer neuron of the training, each hidden-layer neuron
is associated with a subset of input vectors.is associated with a subset of input vectors.

The training process minimized the average angle differenceThe training process minimized the average angle difference
between the weight vectors and their associated input vectors.between the weight vectors and their associated input vectors.

In the In the second phasesecond phase of the training, we adjust the weights in of the training, we adjust the weights in
the networkthe network’’s output layer in such a way that, for any winnings output layer in such a way that, for any winning
hidden-layer unit, the networkhidden-layer unit, the network’’s output is as close as possibles output is as close as possible
to the desired output for the winning unitto the desired output for the winning unit’’s associated inputs associated input
vectors.vectors.
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Because there are two output neurons, the weights in the output layer thatBecause there are two output neurons, the weights in the output layer that
receive input from the same hidden-layer unit can also be described by 2Dreceive input from the same hidden-layer unit can also be described by 2D
vectors:vectors:
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TheThe Counterpropagation Counterpropagation Network Network
For each input vector, the output-layer weights that are connected to theFor each input vector, the output-layer weights that are connected to the
winning hidden-layer unit are made more similar to the desired outputwinning hidden-layer unit are made more similar to the desired output
vector:vector:

),( 2111
OO ww

),( 2313
OO ww

),( 2212
OO ww

),( ,21,11
O

new
O

new ww ),( 21 yy

April 2, 2003 Introduction to Artificial Intelligence
Lecture 13: Neural Network Basics

65

TheThe Counterpropagation Counterpropagation Network Network
The training proceeds with decreasing step size The training proceeds with decreasing step size bb, and after its termination,, and after its termination,
the weight vectors are in the center of gravity of their associated outputthe weight vectors are in the center of gravity of their associated output
vectors:vectors:
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TheThe Counterpropagation Counterpropagation Network Network
Notice:Notice:

•• In the first training phase, if a hidden-layer unit In the first training phase, if a hidden-layer unit does not windoes not win for a long for a long
period of time, its weights should be set to period of time, its weights should be set to randomrandom values to give that values to give that
unit a chance to win subsequently.unit a chance to win subsequently.

•• There is There is no need for normalizingno need for normalizing the training output vectors. the training output vectors.

•• After the training has finished, the network maps the training vectors ontoAfter the training has finished, the network maps the training vectors onto
output vectors that are output vectors that are close close to the desired ones.to the desired ones.

•• The The moremore hidden units, the  hidden units, the betterbetter the mapping. the mapping.

•• Thanks to the competitive neurons in the hidden layer, the linear neuronsThanks to the competitive neurons in the hidden layer, the linear neurons
can realize can realize nonlinearnonlinear mappings. mappings.
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Interpolative Associative MemoryInterpolative Associative Memory
If we just want to realize a linear function, a simple two-layerIf we just want to realize a linear function, a simple two-layer
network suffices:network suffices:
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Sometimes it is possible to obtain a training set withSometimes it is possible to obtain a training set with
orthonormalorthonormal  (that is, normalized and(that is, normalized and pairwise pairwise
orthogonal) input vectors.orthogonal) input vectors.

In that case, our two-layer network with linear neuronsIn that case, our two-layer network with linear neurons
can solve its task perfectly and can solve its task perfectly and does not evendoes not even
require trainingrequire training..

We call such a network an We call such a network an interpolative associativeinterpolative associative
memorymemory..

You may ask: You may ask: How does it work?How does it work?
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Well, if you look at the networkWell, if you look at the network’’s output functions output function
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you will find that this is just like a matrix multiplication:you will find that this is just like a matrix multiplication:
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Interpolative Associative MemoryInterpolative Associative Memory

With anWith an orthonormal orthonormal set of exemplar input vectors (and any set of exemplar input vectors (and any
associated output vectors) we can simply associated output vectors) we can simply calculate a weightcalculate a weight
matrixmatrix that realizes the desired function and does not need any that realizes the desired function and does not need any
training procedure.training procedure.

For exemplars (xFor exemplars (x11, y, y11), (x), (x22, y, y22), ), ……, (x, (xPP, , yyPP) we obtain the) we obtain the
following weight matrix W:following weight matrix W:

Â
=

=
P

p

t
pp xyW

1

NoteNote that an N-dimensional vector space cannot have that an N-dimensional vector space cannot have
a set of more than Na set of more than N orthonormal orthonormal vectors! vectors!
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Example:Example:

Assume that we want to build an interpolative memory withAssume that we want to build an interpolative memory with
three input neurons and three output neurons.three input neurons and three output neurons.

We have the following three exemplars (desired input-outputWe have the following three exemplars (desired input-output
pairs):pairs):
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ThenThen
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If you set the weightsIf you set the weights w wmnmn to these values, the network to these values, the network
will realize the desired function.will realize the desired function.
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So if you want to implement a So if you want to implement a linearlinear function R function RNNÆÆRRMM and can and can
provide exemplars withprovide exemplars with  orthonormalorthonormal input vectors, then an input vectors, then an
interpolative associative memoryinterpolative associative memory is the best solution. is the best solution.

It does It does notnot require any  require any trainingtraining procedure, realizes  procedure, realizes perfectperfect
matchingmatching of the exemplars, and performs  of the exemplars, and performs plausibleplausible
interpolationinterpolation for new input vectors. for new input vectors.

Of course, this interpolation is Of course, this interpolation is linearlinear..


